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Report No. 2059 Bolt Beranek and Newman Inc. 

A mini-Host system was implemented in the prototype IMP in 

which this program and several other useful programs are run. 

The prototype IMP is currently connected to BBN's regular IMP. 

The operational IMP program at BBN has been temporarily patched 

so that all messages to BBN' s teletype are copi.ed and passed to 

the prototype, which in turn examines each received message and 

processes only the trouble reports. 

Every hour on the hour, a summary report is printed show­

ing: 1) the status of each IMP in the net at the beginning of 

the hour and each subsequent change in status; 2) similar 

status information for all lines in the net; and 3) a cumulative 

sum of line errors for each line during the hour. 

In the current version of the program, an IMP is said to 

be up only if a status report has been received from the IMP 

within the last 20 minutes. A line is said to be up if .the IMPs 

at both ends of the line report it to be up. 
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5. HOST PROTOCOL 

Two new control message types, cease sent and ~etpact cease, 

were added to the IMP/Host Protocol to conform with the Host-to-

Host Protocol. The cease sent is presented to the Host whenever 

a cease on link RFNM is constructed. The ~etpact cease message 

negates the effect of a cease message if it can. 

To assist the Hosts in their debugging efforts, we have 

modified the IMP program to discard any Host messages sent on a 

blocked link. A bZocked Zink error message is returned to the 

Host. Previously, the mess~ge was not discarded, and the Host 

line was hung for 15 minutes in this situation. One consequence 

of this change is that mess~ges sent on blocked links from the 

real Host will be discarded to unblock the Host interface; mes­

sages sent on blocked links from a Fake Host will hang the Fake 

Host until the link is unblocked. 

In Network Working Group 67 a change to the IMP program 

was proposed that would have resulted in the leader of a message 

being sent as a separate message before the text in all communi­

cation between the Host and its IMP. We believe that this change 

could have simplified the Host message handling procedures. 

Although this proposed change met with general approval, it 
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would have introduced a negative transient in some Host efforts 

to achieve timely use of the net. We are therefore no longer 

considering this change at this time. 

A Host protocol document entitled "Interprocess Communica-

tion in a Resource Sharing Network" was generated by David Walden 

in an effort to provide some fresh insights into this area. The 

scheme described in this document is philosophically different 

from the Protocol currently under implementation for the ARPA 

Network. 

In this protocol scheme, connections are non-permanent 

entities that are established each time a message is communicated 

between processes. Each message carries a complete set of 

identification information, including the receive and send socket 

pair. A rendezvous scheme, that permits dynamic reconnection to 

occur, is an intrinsic part of the basic communication procedure. 

Although this scheme is not suitable for incorporation with the 

current protocol implementation for the ARPA Network, it is a 

document worthy of study for possible application to future 

protocol efforts. 
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